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A B S T R A C T

Despite growing evidence that prolonged episodes of effortful listening can lead to mental fatigue, little work has
been done to examine the patterns of brain activation associated with listening over time. In order to gain a
better understanding of the nature of listening-related mental fatigue, this study characterized the effects of
sustained auditory processing on brain activation in 19 adults with normal hearing. A 50-min, auditory choice
paradigm served as the fatiguing task. Mental fatigue was quantified using subjective (self-report) and beha-
vioral (response time and accuracy) measures, as well as event-related potential (ERP) measures indexing mo-
tivation (error-related negativity; ERN) and general arousal (N1). Additional electrical neuroimaging analyses
were carried out on ERP datasets. Subjective and behavioral results confirmed that participants became fatigued
during the auditory task (data from the first 25 min compared with the second 25 min). ERPs revealed changes in
neural activity consistent with decreased arousal (reduced N1 amplitude). Topographical analyses indicated
decreased brain activation, without a change in underlying neural network configuration. Regions of decreased
brain activation, as estimated via electrical neuroimaging, suggested a decrease in attention to task stimulus-
response characteristics (reduced activation in regions associated with the dorsal attention network). The de-
crease in mean N1 amplitude revealed a significant, positive correlation with subjective report of reduced
motivation. These findings support existing cognitive and neurophysiological models that suggest mental fatigue
builds over time on task, and affects motivation to influence task performance. Furthermore, this study shows
sustained auditory processing can elicit mental fatigue, and that dorsal parietal activity might provide a useful
method of measuring its effects.

1. Introduction

Current usage of the term mental fatigue ranges in meaning from an
adaptive process that aids in goal selection (Boksem and Tops, 2008;
Hockey, 2013), to a clinically disruptive phenomenon with a central
nervous system etiology (Chaudhuri and Behan, 2000; Gay et al., 2016).
Mental fatigue has been shown to affect both physical and cognitive
performance (Hopstaken et al., 2014; Marcora et al., 2009), and to arise
from sustained, demanding activity – either physical or cognitive in
nature (Cook et al., 2017; van der Linden et al., 2003; for review see:
Hornsby et al., 2016). While definitions vary widely, the present study
concerns itself primarily with mental fatigue as an adaptive process, as
outlined in the motivation control theory of fatigue proposed by G.
Robert Hockey (MCT; Hockey, 1997, 2013). According to the MCT, the
function of mental fatigue is to interrupt ongoing behavior to allow for

reassessment of existing goals and actions. Fatigue-related task inter-
ruption can be accompanied by a variety of psychophysiological phe-
nomena, such as feelings of tiredness, increased distractibility, and
decreased motivation to continue task performance. The utility of
mental fatigue manifests as protection against excessive commitment to
a specific goal, in favor of a more balanced (and beneficial) allocation of
effort. For instance, an animal foraging for food in a location with
abundant resources needs not expend much effort in finding food;
however, as resources in the area become depleted, more foraging effort
is required. Because mental fatigue builds under conditions of un-
favorable effort/reward ratios, the animal will eventually cease fora-
ging behavior to reassess its environmental options. Attention to cues
other than the foraging task might reveal a nearby area with more
plentiful resources, whereupon the animal can change locations and
improve the return on its effort (Dill, 1983; Kamil and Roitblat, 1985).
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Similar effort/reward scenarios involving more complex, goal-di-
rected behavior have also been described in humans (e.g., Boksem and
Tops, 2008; Hockey, 1997; Kool and Botvinick, 2014; Kurzban, 2016).
For instance, Kool and Botvinick (2014) showed that cognitive effort
serves as a perceived cost, while cognitive rest provides reward. Con-
sistent with this view, performing a listening task in the presence of
background noise has been shown to increase cognitive effort (per-
ceived cost) in participants with normal hearing and hearing loss (Picou
et al., 2017; Picou and Ricketts, 2014). Correspondingly, a growing
body of literature suggests that sustained listening under a variety of
adverse listening conditions (e.g., in noise, degraded stimuli, hearing
impairment) can also lead to mental fatigue (e.g., Key et al., 2017;
Alhanbali et al., 2017; Bess and Hornsby, 2014; Gellerstedt and
Danermark, 2004; Hétu et al., 1988; Hornsby, 2013; Kramer et al.,
2006). For instance, Antons et al. (2012) found that 20 min of listening
to degraded audio resulted in greater mental fatigue than listening to
intact audio for the same duration. Specifically, the alpha band activity
(8–10 Hz) of the electroencephalogram (EEG) was greater during the
last 10 min of listening, compared with the first 10 min. Alpha activity
has been shown to be inversely related to cognitive processing and to
increase with development of mental fatigue (e.g., Adrian and
Matthews, 1934; Craig et al., 2012; Rowland et al., 1985). Antons et al.
(2012) also found higher self-report of mental fatigue after listening to
degraded audio compared with intact audio, supporting the inter-
pretation of their electrophysiological results. Key et al. (2017) showed
that children became fatigued after engaging in two hours of de-
manding speech-processing tasks presented in background noise. Fa-
tigue was quantified subjectively (increased self-report), behaviorally
(slowed visual response times over task duration), and physiologically
(decreased attentional processing). Attentional processing was indexed
by the P3b component of the event-related potential (ERP), which re-
vealed a smaller amplitude at the end of the fatiguing task compared
with the beginning of the task (for review of the P3 see Polich, 2007).
Yet, despite the mounting evidence of listening-related mental fatigue,
little work has been done to investigate the changes in brain activation
during sustained, effortful listening.

Much of the available information about the neural mechanisms
associated with mental fatigue comes from studies of clinically dis-
ruptive states, such as those experienced by patients with chronic fa-
tigue syndrome (CFS). Chaudhuri and Behan (2000, 2004) attribute
mental fatigue in this population to a disruption of the motivational
processes supported by the striato-thalamo-cortical loop. They argue
that a decrease in dopaminergic drive to the association loop of the
basal ganglia leads to a loss of the motivational signal otherwise pro-
vided to the frontal lobes to guide behavior. Consistent with this me-
chanism, anatomical tracing studies have established dopaminergic
projections between limbic structures and the ventral striatum, de-
scribing the interconnectivity as the point of synthesis for motivation
and action (e.g., Haber et al., 1990; Mogenson et al., 1980).

Recently, Gay et al. (2016) reported that in adults with CFS, sub-
jective reports of fatigue correlated with decreased functional con-
nectivity between the salience network (SN) and the default mode
network (DMN) during resting state (see also Boissoneault et al., 2016;
Wortinger et al., 2016). The SN, comprised of the insula and anterior
cingulate cortex (ACC), is thought to identify behaviorally relevant
stimuli and allocate processing resources (Menon and Uddin, 2010;
Uddin, 2015). The DMN is a neural network associated with self-re-
ferential thought (e.g., envisioning the future), and shows deactivation
during externally-focused, goal-directed behavior (Buckner and Carroll,
2007; Raichle et al., 2001). In short, the SN acts as a switch to deac-
tivate the internally-focused DMN in order to engage networks asso-
ciated with task-relevant, outwardly-focused behavior (Uddin, 2015).
The decreased functional connectivity between the SN and DMN asso-
ciated with fatigue may lead to persistent DMN activation and the in-
ability to direct cognition to an external task. Kool and Botvinick (2014)
suggest DMN activation might signal engagement in temporary reward

behavior (i.e., rest) during prolonged task performance, consistent with
MCT predictions of increased distractedness and allocation of cognitive
resources away from a fatiguing task over time.

It seems reasonable that brain regions comprising the SN and DMN
might also play a role in mental fatigue elicited in typical adults. For
example, Boksem and Tops (2008) proposed a neurophysiological
model of elicited mental fatigue that also implicates ventral striatum
dopamine as providing the motivational signal to carry out an action.
They suggest the ACC modulates striatal dopamine and thus motiva-
tional control of behavior (e.g., Cohen et al., 2000; Paus, 2001;
Weissman et al., 2006). Consistent with these findings, Hockey (2013)
speculated the neural substrate subserving the ongoing cost/benefit
analysis during task performance is the ACC; specifically via its roles in
performance evaluation and effort recruitment (Botvinick, 2007; van
Veen et al., 2001). Thus from psychological and neurophysiological
standpoints, the ACC is a prime candidate for studying elicited mental
fatigue within the framework of the MCT.

As a non-invasive method of quantifying changes in brain activity,
ERPs can provide an indirect window into ACC activation patterns and
serve as an index of its associated cognitive processes. For instance, the
ERN is a response-locked ERP that appears as a negative deflection over
frontomedial sites following error commission (Falkenstein et al., 1991;
Gehring et al., 1990), and dipole source estimation studies consistently
identify the ACC as a likely neural generator of the ERN (e.g., Dehaene
et al., 1994; Holroyd et al., 1998; van Veen and Carter, 2002). Lorist
et al. (2005) showed a reduction in ERN amplitude elicited by 2 h of
flanker task performance. Reduced ERN amplitude over time was in-
terpreted as signaling reduced performance monitoring (i.e., reduced
ACC activity). Consistent with ERN findings, post-error slowing, a be-
havioral index of response preparation, indicated impaired strategic
adjustments following error commission, confirming impaired perfor-
mance monitoring (see also Themanson et al., 2012). Boksem et al.
(2006) also showed that ERN amplitude decreased with time on task,
and that ERN amplitude increased with subsequent re-motivation im-
mediately following 2 h of task performance. The initial decline in ERN
amplitude is consistent with funneling cognitive resources away from a
task with an unfavorable cost/benefit ratio (e.g., brought about by
prolonged time on task), and is also consistent with resources being
reallocated when the cost/benefit ratio was improved by increasing
participant motivation (e.g., increased financial reward for task per-
formance). Due to the proposed central role of the ACC in mental fa-
tigue, and the evidence establishing the ERN as an index of its activa-
tion, this study used ERN amplitude as one neurophysiological measure
of mental fatigue.

Mental fatigue is also associated with decreased attention, with-
drawal of cognitive resources from a task, and engaging in “mind-
wandering” type thought. Therefore, this study also investigated mental
fatigue by indexing changes in attention and arousal using the auditory
N1. The N1 has been shown to consist of overlapping components,
proposed to originate from several neural sources that subserve dif-
ferent functions (e.g., Giard et al., 1994; Näätänen and Picton, 1987). In
their extensive review, Näätänen and Picton (1987) demonstrate that
the N1 indexes general arousal as well as signals a non-specific call for
attention. For instance, Escera et al. (2003) asked participants to clas-
sify visual stimuli occurring 300 ms after presentation of irrelevant
auditory stimuli. Auditory stimuli consisted of pure tones (80%) and
complex sounds that were either unidentifiable noise bursts or re-
cognizable, environmental sounds (20%). The results showed identical
N1 enhancement in response to both the identifiable and unidentifiable
types of novel sounds, acting as a general trigger for attention based on
detection, while P3 amplitude increased only to identifiable novel
sounds (orientation of attention).

Corbetta and Shulman (2002) describe two distinct attentional
networks, one involved in preparation and goal-directed stimulus/re-
sponse selection (the dorsal network), and one that does not involve
top-down selection that is specialized for stimuli that are unexpected or
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salient (the ventral network). They suggest interaction between the two
systems allows for orienting and attending to behaviorally relevant
stimuli. Because mental fatigue affects central processing, and the
dorsal attention network engages top-down selection, it is worthwhile
to include a component of the ERP sensitive to attention. Thus, while
the ERN indexes a cortical region thought to be involved in behavioral
monitoring and allocation of cognitive resources, the N1 is associated
with orienting attention towards task stimuli as well as general arousal;
processes potentially affected by ACC signaling. The present study
therefore recorded two ERP components thought to index two different
levels of cognition affected by mental fatigue. Importantly, this study
complimented the hypothesis-driven findings obtained from traditional
ERP measures with data-driven microstate and neuroimaging methods
that permitted estimation of specific neural generators (described in
Section 2.8).

In summary, the purpose of this study was to characterize changes
in brain activation associated with mental fatigue elicited by sustained
auditory processing in adults with normal hearing. We investigated
mental fatigue within the framework of the MCT by (1) using subjective
questionnaires to quantify perceived fatigue, (2) tracking behavioral
performance using measures of accuracy and response speed, and (3)
assessing cognitive processing using event-related potentials and elec-
trical neuroimaging techniques. We hypothesized that mental fatigue
would result in (1) self-report of fatigue and demotivation, (2) reduced
processing speed and accuracy, (3) reduced ERN and N1 amplitudes,
and (4) decreased activation in brain regions associated with error-
monitoring and attention/arousal as estimated via electrical neuroi-
maging methods.

2. Materials and methods

2.1. Participants

Data from 19 adult volunteers (aged 18–30 years; mean = 22.4
years; 10 males; 9 females) were analyzed for this study. A total of 28
participants were originally recruited from Vanderbilt University and
the surrounding Nashville area, with a total of 9 participant exclusions.
Four participants had to be excluded from the study without completing
the task: 3 were noncompliant with hairstyle restrictions to achieve
proper impedances with the electrode cap, and 1 was unable to perform
the task (i.e., practice score of less than 70%). Three participants did
not commit a sufficient number of errors for a stable ERN waveform.
Data from two further participants were excluded after completing the
full study due to excessive noise throughout the EEG. All participants
were screened to confirm normal hearing using pure tones presented at
25 dB HL at octave frequencies (250–8000 Hz), bilaterally. All volun-
teers met this criterion with the exception of 1 person who presented
with a mild, low-frequency hearing loss, bilaterally. Statistical analyses
with and without this participant's data revealed no differences,
therefore the data were included in all analyses. Participants were right-
handed or mixed-handed (20 right-handed; 1 mixed-handed), as de-
termined using the Edinburgh Handedness Inventory – Short Form
(Veale, 2014). There was no history of neurogenic or otologic disease,
as evidenced by self-report. Participants were compensated for their
time. This study was approved by the Vanderbilt University Institu-
tional Review Board.

2.2. Subjective measures

Subjective data were collected and stored using Research Electronic
Data Capture tools (REDCap; Harris et al., 2009) hosted at Vanderbilt
University. Subjective fatigue was assessed using two inventories
completed immediately preceding and immediately following the be-
havioral task. The first instrument consisted of three questions written
by the authors to probe states directly relating to the MCT; namely,
motivation, task engagement, and willingness to continue the task (see

Table 1). Responses were made using sliders on a visual analog scale
ranging from 0 to 100 (low to high, respectively), in increments of 1.
Verbal anchors were positioned at the minimum and maximum end-
points of the slider.

The second subjective measure included subscales of the Profile of
Mood States (POMS; McNair et al., 1971). The POMS is a validated, 65-
item inventory used to assess various mood states, including tension,
depression, anger, vigor, fatigue and confusion. Items within a given
subscale describe feelings that people have (e.g., “Worn out” or “En-
ergetic”). Participants select a number, using a five-point Likert scale
ranging from zero (Not at all) to four (Extremely), that best describes
how they are feeling right now. Only the fatigue (7 questions) and vigor
(8 questions) subscales were administered.

2.3. Task and stimuli

The behavioral task required participants to determine whether
trains of three pure tones contained a specific stimulus combination.
Trains consisted of various permutations of 400 Hz and 800 Hz pure
tones, with every train containing at least one tone of each frequency.
The stimuli were presented monaurally, and could occur in the right or
left ear. Right- and left-ear trials were equiprobable. Participants were
instructed to respond with a right-handed key press (the “1” key on the
number pad of a standard QWERTY keyboard), regardless of right or
left ear presentation, when at least two out of the three tones presented
were 800 Hz. Conversely, participants respond with a left-handed key
press (the “z” key of the same keyboard), again regardless of pre-
sentation ear, when at least two of the three tones presented were
400 Hz. These instructions were counterbalanced with half the parti-
cipants making key presses in the reverse order (i.e., right-handed re-
sponses to 400 Hz and left-handed responses to 800 Hz).

Each of the three pure tones in a train was 250 ms in duration. Each
tone was gated by raised-cosine ramps of 10 ms and presented with a
0 ms interstimulus interval, for a train duration of 750 ms. A 500 ms
burst of Gaussian noise served as a cue before each trial, followed by
silence. The cue-to-trial silent interval was jittered within 500–800 ms.
A single trial consisted of the Gaussian noise cue and silent interval,
followed by a pure tone train. Participants were required to make
speeded responses within 1750 ms post stimulus presentation. A re-
sponse immediately triggered a jittered intertrial interval of
800–1100 ms before a new trial began. If no response was made within
1750 ms post stimulus, participants heard a buzzer letting them know
they responded too slowly and that the trial was scored as incorrect.
The buzzer was a sawtooth wave with a fundamental frequency of
150 Hz and a duration of 340 ms.

All stimuli were routed through a soundcard (Sound Blaster Z;
Creative) and presented through ER-3A insert earphones (Etymotic, Elk
Grove Village, IL) using E-Prime 2.0 software (Psychology Software
Tools, Pittsburgh, PA). Pure tones were presented monaurally at 70 dB
SPL, to achieve approximately equal perceived loudness between 400
and 800 Hz, according to Fletcher and Munson (1933). The cue and
buzzer were presented 70 dB SPL through the same system, bilaterally.

Table 1
Subjective questions written by the authors. Responses were made using an onscreen
slider with values ranging from 0 to 100, in increments of 1. Verbal anchors were posi-
tioned at the endpoints of the slider.

Question Verbal anchors

How motivated or unmotivated are you to
continue this task?

Very unmotivated – Very
motivated

How engaged are you in this task? Very disengaged – Very
engaged

How willing or unwilling are you to continue
this task?

Very unwilling – Very willing
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2.4. Procedure

Participants were instructed to abstain from caffeine and alcohol for
at least 12 h prior to the study session. Sessions began at either 9:00 or
13:00 to avoid testing during circadian spikes and to limit variability
due to normal diurnal changes in cortisol (Kirschbaum and
Hellhammer, 1989). Recruitment materials and task instructions stated
the purpose of the study was to “measure brain activity during a lis-
tening task” so that participants were unaware of the fatigue compo-
nent (participants were debriefed at the end of the session). Upon en-
tering the EEG laboratory participants were asked to surrender watches
and cell phones to the experimenter for the duration of the testing, and
were provided no other means to track time. The duration of the study
was given as no longer than 4 h.

Following placement of the electrode net, participants began a short
practice session. Task instructions were provided on a computer screen
and emphasized response accuracy to obtain the most robust ERN
(Gehring et al., 1993). Participants were also instructed to time eye-
blinks and movements to occur between trials. A fixation cross was
provided to discourage wandering eye movements. The practice session
consisted of two parts. The first part provided feedback immediately
following responses to familiarize participants with the task, and the
second part provided no feedback. The task itself provided no feedback,
to avoid confounds from the feedback-related negativity (e.g., Luu
et al., 2003). The average score from the second half of the practice
session was displayed only to the experimenter. Participants with a
mean practice score of less than 70% were excluded from the study, as a
high number of errors has been shown to be inversely related to ERN
amplitude (Hajcak et al., 2003; Luck and Kappenman, 2011). The entire
practice session lasted approximately 5 min.

Once the practice session was completed, participants filled out
electronic versions of the two subjective questionnaires (described in
Section 2.2). Directly following completion of the questionnaires, par-
ticipants began the test session. Mean task duration was approximately
50 min to complete 880 trials. Immediately following completion of the
behavioral task, participants filled out a second set of the subjective
questionnaires. For statistical analysis, the session data were split into
first half (block 1) and second half (block 2) in order to assess the effects
of fatigue on task performance and cognitive processing over time. Each
block consisted of 440 trials, and lasted approximately 25 min.

2.5. Behavioral measures and analyses

First, task performance was assessed by calculating the percent of
correct responses for each block. Second, processing speed was assessed
using response times, measured as the latency from trial onset to key
press. Incorrect trials and response times under 100 ms were discarded.
Reaction times are reported as Winsorized means (a robust estimate of
central tendency; Wilcox, 2005) to account for outliers in the data set.
Comparisons between blocks were conducted using bootstrapped,
pairwise t-tests. All bootstrap analyses consisted of 10,000 samples.
Effect sizes are reported as Cohen's d, with small, medium and large
effect sizes of d = 0.2, 0.5 and 0.8, respectively (Cohen, 1988). Sta-
tistical analyses were performed using R version 3.3.2 (R Core Team,
2016).

2.6. ERP acquisition and pre-processing

The continuous electroencephalogram (EEG) was recorded using a
high-density electrode net consisting of 128 Ag/AgCl electrodes em-
bedded in soft sponges (Geodesic Sensor Net; Electrical Geodesics Inc.).
Data were acquired using NetStation software (Electrical Geodesics,
Inc., version 5.1.2). The EEG was sampled at 1000 Hz, and band-pass
filtered online from 0.1 to 100 Hz. The recording was referenced to Cz
during acquisition, and re-referenced offline to the average voltage
across all electrodes.

Data pre-processing and analysis were performed using Cartool
(Brunet et al., 2011; brainmapping.unige.ch/cartool) and a custom
package (Moore, 2015) implemented in R. The continuous EEG was
low-pass filtered at 8 Hz for the ERN, and 30 Hz for N1 analyses. The
more aggressive low-pass filtering for the ERN was due to the high
prevalence of alpha contamination (typically 8–12 Hz). Line noise was
removed using a notch filter at 60 Hz. For the response-locked ERN, the
EEG was segmented to include baselines 100 ms prior to the response
and 400 ms after the response (total epoch duration of 500 ms). Epochs
for the stimulus-locked N1 began 100 ms prior to the stimulus onset and
ended 800 ms post stimulus onset to capture the entire length of the
pure tone train (total epoch duration of 900 ms). Visual inspection,
combined with an artifact rejection criterion of± 80 μV, occurred
manually on a trial-by-trial basis to remove epochs contaminated by
eyeblinks and other noise. The mean accepted error trials for the ERN
were 12.5 (range: 6–26) for the first half, and 13.94 (range: 6–30) for
the second half. The number of error trials used for analysis did not
differ significantly between blocks, maintaining a constant ERP signal-
to-noise ratio independent of behavioral performance. Mean epochs
accepted for the N1 were 82.84 (range: 52–123) for the first half, and
64.16 (range: 36–105) for the second half. Bad channels were inter-
polated using 3D splines before averaging (Perrin et al., 1987). On
average, 11 of the 128 channels were interpolated (range: 7–14).
Averaged data were baseline-corrected by subtracting the mean pre-
response or pre-stimulus voltage (for the ERN and N1, respectively) on
a channel-by-channel basis.

2.7. ERP analyses

Exploration of the electrophysiological data began with analysis of
the ERP waveforms. The mean amplitudes of the grand mean ERNs
from each block were compared using bootstrapped, pairwise t-tests.
ERN mean amplitude was calculated using a window of 0–100 ms after
the onset of a key press (Luck and Kappenman, 2011). For waveform
analyses, the ERN was measured using a frontocentral electrode cluster
(electrodes 5, 6, 11, 12) corresponding approximately to Fz of the
10–20 system, consistent with existing literature (Gehring et al., 1993;
Weinberg et al., 2015). Only correct trials occurring before error trials
were considered (correct-before-error; CBE) to maintain equal signal-
to-noise ratios across trial types.

The mean N1 amplitude difference was also compared across
blocks. Because each trial consisted of a 3-tone train of sinusoids, 3 N1
peaks were evident in the stimulus-locked averages (Fig. 4A). The mean
amplitude window for each peak was defined as± 30 ms surrounding
the time point at 100 ms post stimulus onset (Vaughan and Ritter,
1970). Thus, N1 windows were 70–130 ms, 320–380 ms, and
570–630 ms for the first, second and third N1 windows, respectively.
For waveform analyses, the N1 was measured using an electrode cluster
near FCz (electrodes 6, 7, 13, 107 and 113).

2.8. Electrical neuroimaging analyses

The ERP data were also subjected to a series of procedures collec-
tively referred to as electrical neuroimaging (Murray et al., 2008).
Electrical neuroimaging makes use of the scalp voltage field in its en-
tirety (as recorded by a dense electrode array) to interpolate topo-
graphic maps at each sampled point. The topographic maps inform
about changes in the scalp voltage field over time, which in turn
identifies windows of interest for estimating neural generators. The
benefits of these procedures include (1) completely data-driven selec-
tion of latency windows, (2) means to discriminate between differences
in brain activation due to changes in neural network configuration
(global dissimilarity) versus changes in response strength (global field
power), and (3) linear inverse solutions to visualize and statistically
analyze likely intracranial sources giving rise to observed scalp voltage
maps. While the spatial resolution of inverse solutions is quite limited
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compared to hemodynamic neuroimaging techniques (e.g., fMRI),
source estimations can be quite useful when considered in conjunction
with existing imaging studies and when correlated with behavioral
measures.

All electrical neuroimaging procedures were performed using
Cartool (Brunet et al., 2011). First, scalp field power was quantified as
the standard deviation of all average-referenced electrodes at a given
time point. This produced a global measure of cortical activation
strength referred to as global field power (GFP; Lehmann and
Skrandies, 1980). GFP was calculated for each time point in mean in-
dividual data, and contrasted using paired t-tests. To correct for mul-
tiple comparisons, a criterion of 11 consecutive data points (i.e. > 11
ms) was required to reach significance (see Table 1 from Guthrie and
Buchwald, 1991; note also Blair and Karniski, 1993 for an alternative
approach). Results of the paired t-tests were used to identify specific
latencies where scalp field power differed significantly across blocks for
further analyses. Next, global dissimilarity (DISS; Lehmann and
Skrandies, 1980) was used as a measure of topographical change, but
statistical analyses revealed no significant findings.

Last, the neural generators giving rise to the scalp voltage fields
were estimated using local autoregressive averaging (LAURA; for re-
view see Michel et al., 2004). LAURA builds on the minimum norm
solution, a general brain source estimation method, by imposing con-
straints on electrical current propagation based on biophysical laws,
such the inverse square law of electromagnetic theory (Grave de Peralta
Menendez et al., 2004). LAURA is based on a distributed source model,
meaning a priori knowledge of the actual number of dipole sources in
the brain is not required; instead, a 3D grid of fixed-position solution
points represents the possible sources of current in the intracranial
space. Specifically, the inverse space consisted of 4024 nodes evenly
distributed within the gray matter of the Montreal Neurological In-
stitute average brain (Brett et al., 2002). Localization accuracy was on
the order of the grid size (6 mm).

Cartool was used to down-sample all EEG data to a 111-channel
electrode montage for use with a 111-channel inverse solution. Neural
generators were estimated during the window identified from the GFP
analysis. Following recommendations from Thelen et al. (2012), prior
to calculating the inverse solution, ERP data within the window was
averaged across time, resulting in a single data point for each partici-
pant and condition, serving to increase the signal-to-noise ratio for each
participant's data. Only sources meeting two statistical criteria were
considered reliable. The first criterion required clusters to consist of at
least 17 contiguous nodes (equivalent node-level p-value of p≤ 0.0002,
corresponding to an estimated full-width half maximum of 6 mm). The
second criterion required t-values of the differences across blocks to
reach a statistical criterion of tcrit(18) = 2.55, p= 0.02, which removed
nodes greater than±2 standard deviations from the mean in order to
reduce the effect of such potentially spurious sources. Source

estimations were plotted using the Montreal Neurological Institute
(MNI) average brain in MNI space (Brett et al., 2002).

2.9. Correlation analyses

Due to the ordinal nature of our subjective data, relationships be-
tween brain activation, behavior, and subjective questionnaires were
analyzed using a non-parametric correlational approach (Spearman's
rho; Myers et al., 2010). Neural responses were represented by the
mean difference (block 1 – block 2) in current magnitude (i.e., current
source density, or CSD) in brain regions identified by the inverse so-
lution for each participant. The difference in CSD was used to represent
the change in brain activation between the first and second block, with
positive values indicating a decrease in activation (fatigue) and nega-
tive values indicating an increase in activation. CSD differences were
compared against mean differences in (1) behavioral measures, (2)
subjective ratings from the authors’ questionnaire, and (3) POMS sub-
scale scores.

3. Results

3.1. Subjective data

Mean subjective data are presented in Fig. 1. Data from 1 partici-
pant were not available for analysis due to technical error. Data from
the remaining 18 participants showed a highly significant decrease in
(1) motivation to continue the task (t(17) = 6.89, p<0.0001, d =
1.62); (2) level of engagement in the task (t(17) = 6.42, p<0.0001, d
= 1.51); and (3) willingness to continue the task (t(17) = 6.5,
p<0.0001, d = 1.53), as assessed by the authors’ questions from
Table 1. The authors’ questions were significantly correlated with each
other (rs value range: 0.70–0.82).

Results from the POMS support the findings from the custom
questionnaire. The POMS fatigue subscale showed an increase in fatigue
as measured before and immediately following the task (t(17) = −
5.03, p<0.001, d = 1.18), while the POMS vigor subscale revealed a
significant decrease (t(17) = 5.57, p<0.0001, d = 1.31). The pre-task
POMS fatigue and vigor scores reported here were within 1 standard
deviation of the normative data for this population (i.e., primarily
college students; Nyenhuis et al., 1999), suggesting a representative
subject pool. Only post-task POMS vigor scores decreased by more than
1 standard deviation of the normative data for this population, sug-
gesting vigor was the more sensitive POMS scale for this task.

3.2. Behavioral data

Mean behavioral data are presented in Fig. 2. Consistent with ex-
isting fatigue literature, overall accuracy decreased from block 1 to

Fig. 1. Bar plots showing the mean data for both subjective
measures. (A) Subjective Ratings refer to questions written by the
authors. Lower values reflect less motivation, engagement and
willingness to continue the task. (B) POMS Scores refer to the
fatigue and vigor subscales from the Profile of Mood States.
Higher values mean more fatigue and vigor, respectively. Error
bars depict standard error of the mean. Asterisks indicate a sig-
nificant difference between pre- and post-conditions.
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block 2 (91.7% and 88.5%, respectively; t(20) = 3.37, p<0.001, d =
0.73). However, while mean response time tended to increase over
blocks, the trend did not reach statistical significance (1241 ms and
1279 ms for blocks 1 and 2, respectively; t(20) = − 1.86, p = 0.08, d
= 0.41).

3.3. Event-related potential data

The findings reported in this section are based on the hypothesis-
driven methodology of traditional ERP analysis, which entails the use of
predefined time windows and electrode clusters chosen a posteriori
based on existing literature. Section 3.4 (immediately following) pre-
sents results from data-driven, electrical neuroimaging analyses that do
not require experimenter selection of parameters, and allow for esti-
mation of intracranial sources. Likewise, the Discussion maintains this
separation when interpreting findings within the context of their re-
spective literatures.

3.3.1. ERN
ERN grand averages were based on data from 16 participants. Three

data sets were excluded due to excessive ocular artifacts resulting in
fewer than 6 acceptable error trials in any block (Olvet and Hajcak,

2009; Pontifex et al., 2010). Fig. 3A and B display the grand average
waveforms for error and CBE trials for each block. Fig. 3C shows the
ERN difference wave for each block, which was used for statistical
analysis. Despite the visual trend indicating lower ERN amplitude in
block 2 compared with block 1, a pairwise t-test revealed no change in
ERN amplitude (t(15) = − 2.2, p = ns, d = 0.1), counter to the hy-
pothesized reduction in amplitude across blocks. An F test to compare
two variances revealed ERN variability did not differ significantly be-
tween blocks (F2,15 = 1.84, p>0.05).

3.3.2. N1
Data from all 19 participants were used in the N1 analyses. Because

each trial consisted of a 3-tone train of sinusoids, 3 peaks were evident
in the stimulus-locked averages (see Fig. 4 A). Consistent with our in-
itial hypotheses, planned comparisons revealed a significant decrease in
amplitude from block 1 to block 2 for the first N1 window from 70 to
130 ms after the first tone onset (t(18) = − 2.2, p = 0.018, d = 0.5);
however, subsequent N1 windows (320 – 380 ms and 570–630 ms) did
not show a difference in amplitude across blocks (t(18) = − 0.25, p =
ns, d = 0.06 and t(18) = − 1.22, p = ns, d = 0.28 for the second and
third windows, respectively).

Fig. 2. Bar plots showing (A) mean accuracy and (B) response
times for blocks 1 and 2. Error bars depict standard error of the
mean. Asterisks indicate a significant difference between blocks.

Fig. 3. ERN waveform data from the electrode
cluster over Fz. Plots 3A and 3B show the grand
average waveforms for error (solid line) and CBE
(dashed line) trials for block 1 and block 2, respec-
tively. The shaded regions show the difference be-
tween the waveforms within the time window of the
ERN (0–100 ms). Plot 3C shows the grand average
ERN difference waves (error – CBE) for block 1 (solid
line) and block 2 (dashed line). Plot 3D shows the
superimposed, grand mean difference waveforms for
each of the 128 channels recorded. Waveforms from
the first block are in black, and waveforms from the
second block are superimposed in red. The thin, gray
line at 0 ms in plots 3A–3C indicates the manual
response (i.e., key press). Amplitude (ordinate axis)
is given in microvolts. CBE = correct-before-error.
(For interpretation of the references to color in this
figure legend, the reader is referred to the web ver-
sion of this article.)
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3.4. Electrical neuroimaging data

3.4.1. ERN data set
Paired t-tests revealed no significant differences in GFP (i.e., re-

sponse strength), in agreement with ERN mean amplitude measures
from traditional waveform analysis. Results of a non-parametric ran-
domization test (referred to as topographical analysis of variance, or
TANOVA; Murray et al., 2008) indicated no significant differences in
ERN topographies across blocks, suggesting no significant changes in
underlying neural generator configuration. Taken together, the elec-
trical neuroimaging results suggest no significant changes in the scalp
field strength (underlying neural synchrony) or configuration of cortical
networks associated with error commission over time. Due to these non-
significant findings, no further neuroimaging procedures were carried
out on the ERN (e.g., source estimations).

3.4.2. N1 data set
Topographic analyses revealed a significant decrease in GFP from

92 to 115 ms post-stimulus onset (Fig. 4B, vertical shaded bar), which
was within the time window used for waveform analysis based on
previous N1 literature. Two additional GFP differences occurring after
250 ms post-stimulus onset (i.e., after the first tone presentation) were
not considered: (1) to avoid potential premotor contamination because
participants could begin to respond after the onset of the second tone in
half the trials, and (2) to avoid changes in amplitude due to neuronal
refractory periods (the interstimulus interval in pure-tone trains was
0 ms). There was no evidence of topographical differences between
block 1 and block 2, as revealed by the TANOVA. These results suggest
the same neural networks were active throughout the test session, but
the neural response was reduced from block 1 to block 2.

Intracranial source estimations were performed to discover likely

Fig. 4. N1 waveform data from the cluster of electrodes near FCz. The upper plot (A)
shows the grand average waveforms for block 1 (solid lines) and block 2 (dashed line).
The dashed boxes show the first, second and third N1 time windows respectively. The
black line at 0 ms indicates the stimulus onset. Red asterisks show the onset of each tone
in the 3-tone stimulus train. The bottom plot (B) shows the superimposed grand mean N1
waveforms for each of the channels recorded. The waveforms from the first block are in
black, and waveforms from the second block are superimposed in red. Amplitude (ordi-
nate axis) is given in microvolts. (For interpretation of the references to color in this
figure legend, the reader is referred to the web version of this article.)

0.001

µA/mm3

3.0

-3.0

t(18)

N1 Block 1 N1 Block 2 Statistical Difference

Fig. 5. Source estimation results. The two leftmost columns (labeled “N1 Block1” and “N1 Block 2”) show the mean brain activation for blocks 1 and 2, respectively. The point of peak
activation is indicated by a white plus sign (BA 22; coordinates of maximal CSD = − 60, − 31, 8 and − 56, − 28, 2 for blocks 1 and 2, respectively). Rows show peak activation from
sagittal, coronal and transverse views, respectively. The rightmost column (labeled “Statistical Difference”) shows the t-value map of the contrast between conditions. Warm colors denote
greater activity in block 1 compared with block 2. The point of maximal difference between blocks is indicated with a white plus sign (BA7; coordinates of maximal t-value = 11, − 61,
60).
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brain regions contributing to the GFP differences observed as a function
of block number during the 92–115 ms window identified above. Both
blocks revealed a large cluster of activation in the superior temporal
gyri near the superior aspect of the temporal lobe (BA22; MNI co-
ordinates of maximal t-value = − 60, − 31, 8 and − 56, − 28, 2 for
blocks 1 and 2, respectively). This location borders the supratemporal
plane, the estimated site of the auditory N1 from several dipole studies
(for review see Näätänen and Picton, 1987). The point of maximal ac-
tivation identified in this study is also consistent with auditory regions
measured using the superior spatial resolution of the electro-
corticogram over the same latency (e.g., auditory stimulus MNI co-
ordinates at 100 ms = − 67, − 30, 17; Edwards et al., 2010). Mean
activation for each block is shown in the 2 leftmost columns of Fig. 5
(labeled “N1 Block1” and “N1 Block2”, respectively). From top to
bottom, rows show sagittal, coronal and transverse views.

Comparison of estimated sources from block 1 and block 2, using
our temporal, spatial and statistical criteria, revealed a total of three
significant clusters. The first was a large cluster with peak activation in
the bilateral precuneus (BA7; MNI coordinates of maximal t-value =
11, − 61, 60), and included regions in the bilateral posterior cingulate
cortex (PCC; BA23), left posterior inferior parietal lobule (pIPL; BA40),
and bilateral posterior superior parietal lobule (pSPL; BA7). These re-
gions have been associated with the dorsal attention and default mode
networks (e.g., Fox et al., 2006; Spreng et al., 2009). The second,
smaller cluster meeting all criteria was located in the right posterior
temporal lobe (BA39; coordinates of maximal t-value = 41, − 51, 20),
extending into the (1) superior temporal gyrus (STG; BA22) and (2)
middle temporal gyrus (MTG; BA39). These regions have been asso-
ciated with Wernicke's area, which is vital in the comprehension of
speech sounds and receptive language (e.g., Damasio and Geschwind,
1984). The third cluster was identified in parahippocampal cortex,
though we abstained from interpreting this cluster due to its deep,
subcortical location and thus unlikely capture with electro-
encephalography.

Statistical analyses revealed decreased activity in block 2, compared
with block 1, for both clusters considered for analysis (t(18) = 2.55, p
= 0.02). Specifically, mean CSD for the large parietal cluster was 4.45
× 104 µA/mm3 for block 1, and 3.32 × 104 µA/mm3 for block 2. Mean
CSD for the temporal cluster was 8.60 × 104 µA/mm3 for block 1, and
6.74 × 104 µA/mm3 for block 2. Statistical differences between maps (t
values) are shown in the rightmost column of Fig. 5 (labeled “Statistical
Difference”).

3.5. Correlation analyses

Correlation analyses were not performed on the ERN data set as our
initial analyses revealed no significant differences between the two
blocks. The relationship between the changes in N1 mean amplitude
(block 1–block 2; 0.62 µV) and changes in subjective and behavioral
data was explored. Changes in subjective and behavioral data were also

compared to changes in mean CSD for each cluster (i.e., block 1–block
2; parietal cluster = 1.13 × 104 µA/mm3; temporal cluster = 1.86 ×
104 µA/mm3).

The authors’ subjective questions were created to assess participant
motivation to engage actively in the study task. Motivation was as-
sumed to be reflected in the participants’ willingness to continue the
task, their task engagement, and their stated level of motivation to
complete the task. We tested the relatedness of these questions and
POMS ratings using a principal component analysis (PCA) method. The
PCA was calculated using singular value decomposition of the centered
and scaled data matrix in base R. All three author questions loaded onto
a single component, accounting for 64% of the variance in the sub-
jective data. Individual factor scores from the single component were
used in subsequent analyses of the authors' subjective questionnaire.
The POMS fatigue and vigor subscales each loaded onto separate
components (16% and 13% of variance, respectively) and were thus
analyzed separately. A priori, planned significance tests were corrected
for comparisons across the two clusters identified via LAURA (i.e.,
parietal and temporal) using the Bonferroni method (p<0.025).

Correlation analyses revealed a significant relationship between the
change in mean N1 amplitude and the authors’ motivation ques-
tionnaire (rs = − 0.57, p<0.025; Fig. 6A). Specifically, as reported
motivation decreased, attention and arousal (as indexed by the N1) also
decreased. Contrary to expectations, there were no significant correla-
tions between N1 amplitude and either POMS subscale, although the
correlations were moderate and in the expected direction (see Table 2).
Likewise, there were no significant correlations between changes in N1
amplitude and changes in either behavioral measure (i.e., accuracy or
response time).

Correlation analyses between changes in CSD from the large parietal
cluster and changes in subjective ratings of motivation revealed a
moderate, initially-significant correlation (rs = 0.52, p = 0.039;
Fig. 6B). However, the correlation did not retain its significance after
correcting for multiple comparisons for each cluster (p>0.025).

Fig. 6. Correlations between brain and behavior. 6 A
plots the change in self-reported motivation (y axis;
block 1 – block 2 in percent) as a function of change
in N1 mean amplitude (x axis; block 1 – block 2 in
µV). Self-reported motivation was calculated col-
lapsed across the authors’ questions. 6B plots the
same motivation ratings from 6A, as a function of
change in parietal cluster CSD (x-axis; block 1 –
block 2 in µA/mm3). Note increasing positive values
denote a decrease in brain activation (N1 and CSD)
and a decrease in motivation. CSD = current source
density. p-values marked with an asterisk denote
correlations that remained significant after cor-
recting for multiple comparisons.

Table 2
Results of correlation analyses (Spearman's rho) between changes in brain responses and
changes in subjective and behavioral response data. Subjective motivation refers to the
collapsed data from the authors' subjective questionnaire (i.e., the principal component
reflecting Motivation, Engagement and Willingness subjective responses). Asterisks mark
significant correlations (p<0.025) after correcting for multiple comparisons for each
cluster (i.e., parietal and temporal) using the Bonferroni method. CSD = current source
density.

Change in mean N1
Amplitude

Change in parietal cluster
CSD

Subjective motivation rs = 0.57 p = 0.02* rs = 0.52 p = 0.04
POMS fatigue rs = 0.39 p = 0.13 rs = − 0.36 p = 0.18
POMS vigor rs = − 0.45 p = 0.08 rs = 0.35 p = 0.19
Accuracy rs = 0.21 p = 0.39 rs = − 0.15 p = 0.53
Response time rs = − 0.19 p = 0.43 rs = − 0.002 p = 0.99
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Similar to the pattern of N1 mean amplitude results, changes in mean
parietal CSD revealed moderate-to-strong, but non-significant, corre-
lations with changes in POMS scores, and low correlations with the
change in behavioral measures. There was no relationship between
changes in mean CSD of the temporal cluster and any measure.

4. Discussion

This study used the MCT of fatigue and supporting neurophysiolo-
gical models as a framework within which to characterize the changes
in brain activation due to mental fatigue, as elicited by sustained au-
ditory processing. Taken together, the subjective, behavioral, and ERP
results are consistent with a growing body of literature that shows
continuous auditory processing can lead to mental fatigue. Data were
divided into two, 25-min blocks representing the first and second halves
of 50 min of continuous task performance. When block 2 was compared
with block 1, questionnaires revealed self-report of increased fatigue
and decreased motivation. Performance accuracy decreased across
blocks, and reaction times trended toward slowing. Together these
findings suggest an allocation of cognitive resources away from the
task, or a failure to rally sufficient resources to engage in the task ef-
fectively. Counter to expectations, ERN amplitude did not differ sig-
nificantly across blocks, although visual inspection revealed a trend of
decreased amplitude from block 1 to block 2. This finding could suggest
that error-monitoring remained essentially intact throughout the task,
or, if an effect was present, it was too small (e.g., d = 0.1) to detect
reliably given our sample size. In contrast, N1 amplitude in response to
the first tone of the stimulus train decreased across blocks, consistent
with reduced attention to the task stimuli and decreased arousal.
Electrical neuroimaging analyses of the N1 dataset also showed a de-
crease in response strength (GFP) with no change in topographies
(DISS) in auditory (sensory) and dorsal attention brain areas, indicative
of a fatigue-related reduction in neural activation with no change in
underlying neural networks across blocks. However, only the mean N1
amplitude was significantly correlated with self-report measures after
correcting for multiple comparisons. There was an overall trend
showing an association between changes in all subjective measures and
changes in N1 mean amplitude and parietal CSD.

4.1. Associations between subjective measures and mental fatigue

It is noteworthy that the authors’ motivation questionnaire was
significantly correlated with brain activation, while the POMS fatigue
and vigor subscales were not. The reasons for this discrepancy are un-
known but may reflect, in part, differences in the specificity of the
measures. The author-made questions focused solely on task-related
perceptions (e.g., motivation to continue the task). This narrow focus is
reflected in the results of the principal components analysis which
found all author items loaded onto a single component. In contrast, the
fatigue and vigor subscales of the POMS, which loaded as separate PCA
components, are generic in nature; the POMS instructions ask partici-
pants more generally how they are feeling in terms of tiredness and
energy level. Within the framework of the MCT, continued performance
on a task despite the desire to stop (reduced motivation) is accom-
panied by factors such as increasing tiredness and distractibility, which,
taken together, serve to interrupt task engagement. It is possible that
participants were more aware of their desire to stop the task at hand,
rather than their developing change in overall psychophysiological
state. Such an explanation suggests future studies should carefully
match the domains of subjective questionnaires to a specific definition
of fatigue and the study task.

Furthermore, the POMS data were weakly-to-moderately correlated
with N1 mean amplitude and parietal CSD, whereas the behavioral data
were not correlated with either EEG measure. In other words, there was
a general trend for the subjective data to indicate increased fatigue and
decreased attention, that did not exist for the behavioral data. This

trend suggests that the POMS could prove sensitive to changes in brain
activation under different conditions, perhaps over longer task dura-
tions where more global changes in subjective fatigue/energy might
play a larger role.

4.2. Electrophysiological measures and mental fatigue

4.2.1. ERN
Contrary to expectations, no significant fatigue-related changes in

ERN amplitude were observed. In light of the significant decrease in
behavioral performance accuracy, it is important to reiterate that the
number of CBE and error trials used in the ERN averages did not differ
significantly across blocks (i.e., the signal-to-noise ratios were equiva-
lent). Taken together, continued performance monitoring despite the
significant decrease in accuracy may indicate that participants were
aware of committing more errors during the second block, but were not
motivated enough to make corrective adjustments.

The time course of the change in ERN amplitude has proven in-
consistent in the fatigue literature, possibly due to differences in the
variety of tasks used. Previously, Kato et al. (2009) found a significant
decrease in peak ERN amplitude between 0–20 and 20–40 min of per-
forming a modified Go-NoGo task to elicit mental fatigue. However,
Lorist et al. (2005) showed no significant decrease in peak ERN am-
plitude between 0–30 and 30–60 min of performing a fatiguing flanker
task (a significant decrease was found between 30–60 and 60–90 min).
Visual inspection of the waveforms in the current study revealed a trend
toward decreasing over time. Thus, it is possible a longer task duration
or additional participants would have revealed a significant decrease in
ERN mean amplitude over a time course similar to Lorist et al. (i.e.,
from 60 to 90 min). Conversely, a different type of task (e.g., a response
inhibition task) might have agreed more with the time course of Kato
and colleagues, as the ERN is susceptible to task-specific influences
(Riesel et al., 2013).

It should also be noted that the poor signal-to-noise ratio from the
relatively small number of error trials comprising individual ERN
averages could have contributed to the lack of statistical significance.
This is unlikely because all data sets included in the analysis met the
minimum number of errors trials suggested by the literature for the
flanker task (6 trials; Foti et al., 2013; Olvet and Hajcak, 2009; Pontifex
et al., 2010). There are no psychometric data for the number of trials
required for a stable ERN using a Simon task; however, the auditory
analog of the flanker task is arguably quite similar to the task used here
(Chan et al., 2005). Additionally, because only correct trials occurring
before error trials were used, and the number of trials used for each
block did not differ statistically, it is unlikely ERN results were influ-
enced by differences in signal-to-noise ratio between the blocks.

While our findings suggest that the ERN may not be sensitive to
fatigue associated with sustained auditory processing, at least for the
duration in our study, future studies using auditory tasks should in-
vestigate the effect of more robust averages and longer task durations to
determine (1) whether the ERN is sensitive to fatigue elicited by sus-
tained, effortful listening, and (2) whether fatigue develops over a si-
milar time course across auditory and visual modalities.

4.2.2. N1
The decrease in N1 mean amplitude in the first time window likely

reflected a decrease in task attention over time. The N1 has previously
been shown to correlate with orienting attention to a relevant location
triggered by stimulus presentation (e.g., Luck et al., 1990). In this
study, participants attended to pure-tone trains that were randomly
presented to either ear. This design likely elicited brain activation
giving rise to the N1 upon orienting to the ear that received the first
tone. Because all presentations were monaural, orienting spatial at-
tention was only required at the beginning of a trial, perhaps explaining
the greater N1 amplitude within the first latency window. Boksem et al.
(2005) also found a decrease in N1 amplitude over time using a
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fatiguing visual attention task. They concluded fatigued participants
were less able to orient attention to relevant targets, accounting for less
accuracy over time. The decrease in N1 amplitude could be explained
by decreased activation in the dorsal attention network, which is acti-
vated when humans attend to a location in preparation of a task-re-
levant stimulus (Corbetta and Shulman, 2002). The present experi-
mental task was designed to elicit a state of anticipation following the
Gaussian noise cue, as participants prepared for the pure-tone train
(which was then decoded to determine a right- or left-handed re-
sponse). The greater amplitude within the first N1 window during the
first 25-min block likely reflected prestimulus, anticipatory spatial at-
tention concentrated on the right and left ears. The neuroimaging re-
sults (discussed below in subsection 4.2.3) are consistent with brain
regions associated with the dorsal attention network. Thus, the ERP
results suggest the reduction in N1 amplitude over time was due to
decreased attention and arousal that occurred as the task continued,
consistent with the development of mental fatigue.

It could also be argued that the decrease in N1 amplitude was due to
habituation; however, this seems unlikely for several reasons. First,
habituation is thought to reflect the updating of a neuronal template
based on stimulus repetition (Sokolov, 1963), but the order, frequency
of appearance, and sidedness of the tones used in this study were
random between presentations. Further, each pure tone train was se-
parated by a decision process used to inform a behavioral response, and
a Gaussian noise cue. It seems unlikely a pattern was established that
led to habituation. Second, the data follow the refractory pattern de-
scribed by Keidel and Neff (1976); namely, that amplitude reductions
due to refractoriness occur immediately and stabilize following sti-
mulus presentation (as opposed to a slower decline in amplitude
characteristic of habituation). The second and third N1 windows show
immediate amplitude reduction following the first N1 window, and do
not differ statistically from one another (i.e., stability). For these rea-
sons, we feel habituation did not drive the results. Instead, we interpret
the reduction in first-window N1 amplitude as a decrease in general
arousal due to the buildup of mental fatigue over time-on-task.

Similar to the present study, Boksem et al. (2005) showed a de-
crease in N1 amplitude during a 3-h visual attention task; however, Key
et al. (2017) showed no change in N1 amplitude. The discrepancy could
be due to methodological differences. Both the current study and
Boksem et al. (2005) continuously recorded N1 responses to the stimuli
during the fatigue-inducing task, while Key et al. measured ERPs before
and after the fatiguing session, but not during. It could be that the
processes underlying the N1 response recover rapidly; suggesting gen-
eral arousal and orienting attention are less affected by fatigue. Indeed,
Lorist et al. (2005) showed that higher-level processes were sensitive to
fatigue while more reflexive actions (e.g., immediate error corrections)
were not. Consistent with this notion, Key et al. found reduced P3b
amplitudes (associated with voluntary attention) but not P3a ampli-
tudes (associated with involuntary attention) following completion of a
series of fatiguing listening tasks. An interpretation of these results
consistent with the MCT is that changing a task can release lower-level
processes from fatigue, but that higher-level functions are slower to
recover. The increased resilience of lower-level functions compared to
executive processes may prove to be an important consideration in
future study design.

4.2.3. Electrical neuroimaging data
As discussed in the previous Section (4.2.2), the reduction in N1

mean amplitude likely indicated reduced task-related attention in the
dorsal attention network. Electrical neuroimaging techniques allowed
for further interpretation of the ERP waveforms. Statistical analysis of
mean brain activation from the N1 data set revealed an overall decrease
in CSD during the second half of the task (block 2) compared with the
first half of the task (block 1). In other words, the voxels identified by
source estimations demonstrated greater current magnitude during the
first block than the second block. Because current magnitude reflects

neuronal activity, the decrease in CSD across blocks is consistent with a
decrease in brain activation from areas identified using LAURA. Re-
gions of significantly decreased CSD in block 2 included the precuneus,
PCC, pIPL and pSPL, consistent with brain regions implicated in linking
stimulus-response characteristics and orienting attention.

Corbetta and Shulman (2002) identify the dorsal attention network
as existing (1) along the intraparietal sulcus (IPs), extending dorsally
into the SPL, and anteriorly to the postcentral sulcus (BA7), and (2) in
the dorsal frontal cortex where the precentral and superior frontal sulci
meet (BA6). Fox et al. (2006) found that these brain regions also form a
discrete network based solely on spontaneous neural activity, separate
from a more ventral attention network proposed to subserve different
facets of attention. MNI coordinates from their MRI study of the peak
focus of the right posterior parietal region were 20,− 67, 51, compared
with peak coordinates of 11, − 57, 53 for the present study (both in
BA7; Talairach coordinates were converted using the yale.edu BioImage
Suite).

Further conclusions relating to parietal brain regions are precluded
by the relatively low spatial resolution of electrical neuroimaging. It
should be noted, however, that this study did not identify frontal re-
gions associated with the dorsal network. One explanation is that while
the classic dorsal attention network typically involves frontal and par-
ietal regions, humans have been shown to exhibit parietal-only acti-
vation when stimulus-response associations are simple or well-practiced
(e.g., Shulman et al., 2002). It seems likely that the overall high per-
formance levels and simplicity of the task account for the lack of frontal
sites. Thus, taken with the other results, it appears reasonable to con-
clude this study captured a decrease in neural activity associated with
orienting attention to task stimuli and response preparation. This
finding supports the existing literature, such as the MCT of mental fa-
tigue, suggesting decreased attention is one mechanism susceptible to
fatigue-related interruptions in ongoing behavior. Additionally, this
study provides physiological support for the hypothesis that sustained
auditory processing can lead to decreased attention and mental fatigue.
Considered with similar findings from visual ERP studies, there appears
to be growing evidence that mental fatigue is a general, multimodal
phenomenon.

4.3. Limitations and future directions

Overall our subjective data showed a positive association with ERP
and neuroimaging data. However, substantial variability was present
and only one of the two significant correlations survived correction for
multiple comparisons, suggesting a need for additional participants.
Another factor potentially obscuring brain-behavior associations was
our choice of relatively long analysis blocks (i.e., first half versus second
half). Examining task outcomes in narrower time windows (e.g., 10-min
blocks) could better define an individual's performance/fatigue profile,
perhaps enhancing our ability to observe brain-behavior associations.
Unfortunately, the relatively low number of errors over the 50-min
duration used in this study did not allow for finer division. Future
studies could allow for potentially sparse observations by increasing the
study duration or employing a task that yields more frequent errors.
Finally, variability in our subjective results could reflect a lack of sen-
sitivity in our subjective measures. The authors’ questionnaire was
more sensitive to brain-behavior associations than the more generic
POMS, highlighting the importance of using task-specific measures.
However, the clarity, reliability and validity of the authors’ questions
have not been systematically assessed and may not be optimal.

Importantly, our findings suggest that dorsal parietal activation may
prove a useful indicator for quantifying brain-related changes in at-
tention associated with mental fatigue, but future work is needed to
clarify its role further. For instance, a study employing a greater
number of shorter blocks may be able to quantify more accurately the
time course of mental fatigue, perhaps capturing early neuronal acti-
vation over frontal sites associated with the dorsal frontoparietal
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attention networks.

5. Conclusions

Mental fatigue elicited by sustained auditory processing is asso-
ciated with a pattern of changes in brain activation indicative of de-
creased attention in adults with normal hearing. Reduced N1 mean
amplitude and parietal cluster activation was positively correlated with
decreased motivation, willingness, and task engagement, hallmarks of
mental fatigue. These findings shed light on possible neurophysiological
mechanisms corresponding to the interruption of task performance
proposed by the MCT. That is, decreased opportunity for cognitive rest
likely works to skew the effort/reward ratio unfavorably, leading to
demotivation and reallocation of attention away from a task. Further
investigation into the relationship between mental fatigue, sustained
listening, and the role of parietal brain regions is needed to understand
better how these factors influence each other.
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